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OF ACYBER ATTACK DETECTION SYSTEM

This study increases the functional efficiency of machine learning of a cyber attack detection system. An
information-extreme machine learning method for a cyber attack detection system with the optimization of
control tolerances for recognition features that reflect the traffic properties of the info-communication system
has been developed. The method is developed within the framework of the functional approach to modeling of
cognitive processes of natural intelligence at the formation and acceptance of classification decisions. This
approach, in contrast to known methods of data mining, including neuron-like structures, allows giving the
recognition system adaptability to arbitrary initial conditions of the learning matrix and flexibility in retraining
the system by expanding the recognition class alphabet. The method idea is to maximize the information capacity
of the attack detection system in the machine learning process. A modified Kullback information measure is used
as a criterion for optimizing machine learning parameters. According to the proposed categorical functional
model, algorithmic software for attack detection system in the mode of machine learning with the depth of the
second level has been developed and implemented. However, the depth level is determined by the number of
machine learning parameters, which were optimized. The geometric parameters of the recognition
hyperspherical container classes and the control tolerances on the recognition features were considered as
optimization parameters, which played the role of input data quantization levels in the transformation of the
input Euclidean learning matrix of the type "object-property” into a working binary learning matrix given in the
Hamming space. Admissible transformations of the working training matrix of the offered method allow adapting
the input mathematical description of the attack detection system to the maximum full probability of the correct
classification of decision acceptance. Based on the results of information-extreme machine learning within the
geometric approach, decisive rules are constructed as practically invariant to the multidimensionality of the
recognition feature space. The computer simulation results of information-extreme machine learning of the
attack detection system to recognize four host traffic of different profiles confirm the developed method's
efficiency.

Keywords: information-extreme machine learning; information optimization criterion; machine learning
parameter; cyber attack; attack detection system; traffic.

communication technology (ICT). The main purpose of
the attack detection system (ADS) is to detect intrusions

Introduction

The computer networks significant development
and the digitalization of all sectors of the socio-economic
sphere of society have led to an increase in the number of
cyber attacks on information systems. Looking at the
recent years statistics, it can be concluded that despite the
existence of a large number of mechanisms for the
information protection, cyber security crimes are on the
rise. Therefore, detecting various types of network
attacks or unauthorized actions and protection against
them is an urgent task.

In recent years, much attention has been paid to
such promising research areas in this field as blockchain
technology, quantum cryptography and the creation of
scientific and methodological foundations of information
synthesis of cyber attack detection system, which is
computer-integrated into information and

or unauthorized access attempts. In this case, the
functional effectiveness of ADS significantly depends on
the role of the information synthesis methods. The use of
machine learning ideas and methods and pattern
recognition is an unalterable way to increase the
functional efficiency of ADS.

The article considers the method of deep machine
learning ADS, developed within the so-called
information-extreme intelligent data analysis technology,
which is based on maximizing the information capacity
of the system in the machine learning process.

Problem analysis

Despite the existence of various mechanisms for
protecting information, statistics in recent years show a
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sharp increase in the number of crimes, which are related
to breaches of confidentiality, integrity and availability
of information. This explains the considerable attention
paid in recent years to, for example, quantum
cryptography [1], blockchain-protected technology [2],
which minimizes the time period of network insecurity,
and so on. Special hopes are placed on the development
of a new direction in the field of information protection,
related to the creation of ADS, computer-integrated in
ICS [3-5]. The purpose of such systems is to analyze both
input and output information and information coming
from different ICS hosts in order to detect both attempts
and actual intrusions. In this case, ADS is considered a
mandatory subsystem of a comprehensive cyber security
management system, computer-integrated into the ICS.

Among the basic methods used to detect cyber
attacks, there are two main groups:

1) signature analysis methods [6, 7];

2) detecting anomalies methods [8, 9].

Identification of the attacks by methods of signature
analysis detecting anomalies is to compare incoming,
outgoing and system traffic with known patterns
(signatures) of attacks stored in the knowledge base. The
advantage of signature analysis methods is high
efficiency in detecting known attacks and a small number
of "false alarms”, errors of the first kind. The
disadvantages of such methods are:

—the need to constantly replenish the knowledge
base with signatures of new attacks, because otherwise
there is a potential danger of "skipping the attack", which
is characterized by the second kind error;

—high computing costs.

The essence of the methods of detecting anomalies
is that ADS has a certain set of knowledge about the
normal functional state of ICS. She identifies any
deviations from this state as abnormal behavior of the
system. The advantage of anomaly detection methods is
the ability to recognize new types of attacks. The
methods of detecting anomalies have the following
disadvantages:

—require long-term machine learning;

—are characterized by low efficiency and high
computing costs;

—often lead to errors of the first kind, i. e ."false
unjustified anxieties".

According to the results of comparative analysis of
the advantages and disadvantages of the above methods
of detecting attacks, a promising way to increase the
functional efficiency of ADS is the use of data mining
based on machine learning ideas and methods of and
pattern recognition [10, 11]. As a result, the prospect of
creating combined ADS, in which the rules based on the
results of machine learning play the role of signatures and
are able to automatically fill in the mode of factor cluster
analysis [12].

Analysis of modern approaches and trends in the
creation of ADS showed that to improve the accuracy and
reliability of their work using known methods of Data
Mining technology [13, 14], including artificial neural
networks [15, 16], is associated with overcoming a
number of scientific and methodological character
complications:

—arbitrary initial conditions of the evaluation
process;

—intersection in the space of recognition classes
features, which characterize the corresponding cyber
attacks:

—set dimensions of the features and recognition
classes dictionary;

—the impact on ICS of uncontrolled perturbations
not related to cyber threats and intrusions.

In [17], to reduce the impact of the input data
multidimensionality, the use of extractors based on
artificial neural networks is considered, but this approach
is inevitably associated with the possibility of
information loss.

The modeling of cyber attacks is the importance for
the machine learning ADS, which makes it possible to
form an alphabet of recognition classes and retrain ADS.
An example of modeling a distributed denial-of-service
(DDoS) attack using a network simulator is given in the
work [18].

One of the promising directions of creating
intelligent ADS is applying ideas and methods of
information-extreme intellectual technology (IEIT),
which based on maximizing the information capacity of
the system in the machine learning process [19 - 21]. The
main idea of IEIT methods, as in artificial neural
networks (ANN), is adapt the input mathematical
description in the machine learning process to the
maximum possible probability of making the correct
classification decisions. But in contrast to neuro-like
structures, information-extreme machine learning
methods are developed within the framework of a
functional approach to modeling cognitive processes
inherent in man in the formation and adoption of
classification decisions. This approach allows for
machine learning not in interactive mode, as is the case
in ANN, but in automatic mode. In addition, IEIT
methods are characterized by flexibility in retraining the
system due to the expansion of the recognition classes
alphabet and high efficiency, which is especially
important in the cyber attacks detection.

The purpose of the article is to increase the
functional efficiency of ADS by developing the
information-extreme machine learning method, invariant
to the multidimensionality of the recognition features
space.



Information security and safety

123

Formalization of the cyber attack detection
system information synthesis problem

Consider the formalized formulation of the problem
of information synthesis, which is able to study ADS
within the IEIT. Suppose that the alphabet {an|m:1,_M}
recognition classes characterizing possible ICS, traffic
profiles and an object-property training matrix
Iy9; 11,i=1,N, j=1, n, where N, n are the recognition

features number and structured feature recognition vector
vectors, respectively. The row of the matrix

{y91i=1, N} determines the j-th features vector and
column {y(r‘;])’i | j=1,_n} —training random sampling of the

i-th feature values. It is known that the IEI technology
concept is to transform the input training matrix Y into a
training binary matrix X, which adapts to the maximum
possible probability of making correct classification
decisions by the method of permissible transformations
in machine learning the process. Therefore, for the
Hamming binary space we set of {gm} machine learning
parameters, which affect the functional efficiency of
ADS. The vector of ADS machine learning parameters to
recognize, for example, the characteristics the vectors of

class X, will be represented as a structure

Om = <Xm, dm, k>, (1)

where Xm is the average structured vector of the

recognition class features X ;
dm — radius of therecognition class hyperspherical

container X, , which is restored in the radial basis of the

recognition features space;

& — parameter of the control tolerances for recognition
features field, which is equal to half of the symmetric
field control tolerances

Required:

1) to determine the optimal values of machine
learning parameters (1), which provide the maximum
alphabetically averaged information criterion classes
recognition

max EY. 2

where EX is the information criterion for optimizing the
machine learning parameters ADS to recognize the
implementation of class X, the value of which is
calculated in the k-th machine learning step;

Ge — admissible area for determining the function of
the optimization information criterion (2), which will be
called the working area;

{k} - ordered set of machine learning steps
(recognition classes containers recovery steps in the
radial basis in the radial basis of discrete feature space);

2) for a priori classified fuzzy partition *™' to
build by permissible transformations in the
subparaceptual Hamming binary space recognition
features optimal (here and further in the work in the
information sense) clear partition of recognition classes

KM based on which to form infallible training matrix;
3) machine learning functional efficiency to decide
whether the implementation of the recognized image

belongs to one of the classes of the alphabet {X}.

Thus, the task of information synthesis capable of
learning ADS is to optimize in the process of
information-extreme machine learning parameters of
vector (1) by information criterion (2) and making in the
examination mode classification decision according to
the decision-making rules.

Categorical functional model

The categorical functional model of ADS
information-extreme machine learning will be presented
in the form of a directional graph of mapping by
operators of the corresponding sets used in the learning
process. The input mathematical description of the able-
bodied ADS will be presented in the form of a structure

I= <G5 T9 29 Qy Ys X, fl: f21 f3>1

where G is the space of factors that affect the normal
functioning of the ICS;

T — set of traffic processing time moments;

Q — recognition features space obtained as a result of
traffic analysis;

Z — space of cyber attacks possible types;

Y — input training matrix;

X — training binary training matrix, which in the
process of machine learning is adapted to the maximum
full probability of making the right classification
decisions;

f1 — traffic analysis operator;

f, — operator formation of the input training matrix Y;

fs — operator for converting the input training matrix
Y operator for converting the input training matrix X
defined in the Hamming space

Figure 1 shows a categorical functional model of
information-extreme machine learning ADS with
optimization of control tolerances for recognition
features.
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Fig. 1. Categorical functional model
of machine learning

In Fig.1 term set E, which consists of the
information criterion values (2) calculated at each step of
machine learning, is common to all contours of
optimization of the parameters of the vector (1). Operator

r:E— %M in the machine learning process restores in
the radial basis of the binary feature space containers of

recognition classes, which form a partition RM.

Operator 0 displays the partition gMl on the fuzzy
distribution of a priori classified binary vectors of the
recognition class features. Next, operator y : X — I8,
where 18 is the set of hypotheses, tests the basic statistical

hypothesis v; : x%) c an . Operator y determines the set

of accuracy characteristics I, where Q=52 and
operator ¢ calculates the set of values E of the

information optimization criterion, which is functional
from the accuracy characteristics. The categorical model
contains the contour of control tolerance optimization
operators for recognition features, which is closed by a
term set D of allowable values of the control tolerance
system. In this case, the operator 8; at each step of
machine learning changes the control field, and the
operator 6, evaluates the dependence of the recognition
features of a given control field on the tolerances.
Operator u regulates the machine learning process.

The categorical functional model (Fig. 1), which
reflects the construction mechanism of classification
solutions by natural intelligence, can be considered as a
generalized structural scheme of the information-extreme
machine learning algorithm ADS. Thus, machine
learning consists in search of the maximum global value
of the information criterion (2) in working (admissible)
area of its function definition. For two-alternative
solutions, the following restrictions are imposed on the
work area: the first and second reliability must be greater,
respectively, errors of the first and second kind

Machine learning attack
detection system

According to the categorical model (Fig. 1), the
information-extreme machine learning algorithm ADS
with optimization of control tolerances for recognition
features corresponding to the second level of machine
learning depth will be presented as a two-cycle iterative
procedure for finding the global maximum information
optimization criterion (2) definition of its function:

Brili=LNy=arg max{ max E°} (3
’ G5 GEﬁ{k}

where ¥ is the average value of the information
criterion, calculated at k-th machine learning step;

Gs — the range of permissible values of control
tolerances for signs of recognition.

The internal cycle of procedure (3) implements the
so-called basic algorithm of information-extreme
machine learning. The main functions of the basic
algorithm are the calculation at each step of machine
learning of the optimization information criterion (2) and
the search for its global maximum, which determines the
optimal radii of recognition classes hyperspherical
containers.

The implementation of the ADS machine learning
algorithm according to procedure (3) was carried out with
the parallel optimization of control tolerances for
recognition features, in which all tolerances for
recognition features change simultaneously by a given
value.

The input information for the machine learning

algorithm is an array of training matrix {y(r{])i} and a

system of normalized tolerances fields {ow} for
recognition features, which sets the range of values of the
corresponding control tolerances.

Consider the main stages of information-extreme
machine learning:

1) calculation for the training matrix of the basic

recognition class X}, for which the control tolerances are
determined, the average vector of features {y, ; li=1,N};

2) formation of an array {xg?} binary vectors of

the recognition class X; features by the rule

(0 L Ty =8 <yl <y +8,
10 .
0, if else;
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3) forming an array of averaged binary vectors-
implementations  {x,,im=1,M, i=1,N}, elements of
which are calculated according to the rule

L1
1, if —Zx%{i > P
Xm,i = n j=1

0, if else;

where pm IS the selection level of binary vector
coordinates Xm.

4) the set division of averages feature vectors
according to the rule of "nearest neighbors"

R = (Xm, X, ), Where xq is the average feature vector of

the neighboring class X; is carried out according to the
following scheme:

1) the structuring of the wvectors set {xm}, is
formed, starting from the vector x; of the base class X; ,
which characterizes the normal state of the information
system functioning;

2) the matrix construction with dimension MxM of
code distances between averaged feature vectors of all
recognition classes;

3) determination of the minimum element for each
row of the code distances matrix;

4) the structured set formation of pairwise
partitioning {R2 | m=1,M}, the elements of which are
the nearest neighbors for the respective classes;

5) the code distance optimization dn according to
the iterative procedure of searching for the global
maximum of the information criterion for optimizing the
parameters of machine learning in the working area of
determining its function:

d.. =arg max E¥(d), 4
Ge{k}

when the restriction on the radius value dm of the
recognition class container X, in the form

di <d(x ©x5) -1,

6) procedure (3) is implemented and the optimal
lower A:Li and upper AE,i control tolerances for
recognition signs are determined according to the rules

AHi=VY1i—0; Agi=VY1i+0;
7) STOP.

Thus, for hyperspherical containers of recognition
classes, the information-extreme machine learning

optimal parameters are the average implementation
vectors {xfn} for a given alphabet {X; }, the recognition
classes containers radii {d;} and the system of control

tolerances {AT_“} and {A’E}’i} on recognition features.

As a criterion for optimizing of machine learning
parameters was considered a modified information
measure Kullback, which in equally probable two
alternative hypotheses have the form

(KK

2n+10° —-K® —k¥
K ' 1, 2,
EY = N log, = .

KB + KB, +107

®)

where Kf‘r% is the number of events that indicate the non-
belonging of "their" vectors of the recognition class
features X7, ;

K(Zkr)n — he number of events that indicate the

belonging of "foreign" vectors of the recognition class
features X7, ;

10" —a small enough number that is entered to avoid
division by zero;

p — the number that is recommended in practice to
choose from the interval 1<p<3.

According to the optimal geometric parameters of
the recognition classes containers obtained in the
machine learning process, decisive rules are built, which
will be presented in the form of production

(WX € HM)(if [t >0) & (ut = maxin )

then x¥ e X, else x0 ¢ X;’n>, (6)

where x% is a recognizable vector;
um — membership function of vector x9 of the

recognition class container X, .

In expression (6) the membership function for a
hyperspherical container of recognition class X, is
determined by the formula

d(xy ®x9)

& ™

Hm =1

where d(x;, ®x¥) is the code distance between the

vector X, and the recognizable vector x0.

Since the decision rules (6) are built within the
geometric approach, they are practically invariant to the
multidimensionality of the recognition features space and
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are characterized by high efficiency, which is an
important indicator of the functional efficiency of ADS.

Operation of the recognition system
in the exam mode

The functional efficiency of information-extreme
machine learning ADS is evaluated in the exam mode,
the algorithm of which is similar to the system algorithm
in the monitoring mode. The categorical functional
model of ADS functioning in the exam mode is shown in
Figure 2.

Ug

|
L» GxTxZ e 2y B P Wi gV v

Fig. 2. Categorical model of ADS functioning
in the exam mode

In the categorical model (Fig. 2), operator f, forms
an examination vector of recognition features, similar in
structure to the vectors of the training matrix. Operator f3
generates a binary vector x according to the optimal
control tolerances obtained at the machine learning stage.
Operator p displays this vector for the optimal division of
R" recognition classes, built at the machine learning
stage. Operator 1 for each feature vector sequentially
calculates the value of the decisive rule (6) and forms a
term set F, and operator y, on the maximum value of the
decisive rule determines the affiliation of the vector x to

one of the alphabet the classes {X;,}. The set of possible

hypotheses IM*Yl contains additional hypothesis Y1,
which is accepted in case of the system failure to classify
the recognizable features vector. The assignment of the
Ue operator is to regulate the examination process.

Consider the main stages of the exam algorithm:

1) the recognition class counter is initialized:
m:=0;

2) m:=m+l;

3) the value of the membership function (7) is
calculated;

4) if m<M then paragraph 2, otherwise -
paragraph 5;

5) search for the maximum value of function (7):

* —_

My = MaxXpp,;

{m}
6) determination of the recognition class by the
membership function, which has the maximum value;
7) if for all recognition classes the maximum
values of function (7) are negative, the examination

vector of features is not classified;
8) STOP.

Thus, the exam algorithm is characterized by low
computational complexity, which determines its high
efficiency due to the use of constructive rules built within
the geometric approach. This factor is important in the
operation of ADS in the monitoring mode.

Example of machine learning
algorithm implementation

The above information-extreme algorithm of
machine learning ADS was implemented on the example
of recognizing four profiles of the physical system,
system traffic, which is taken from the open data
repository "Machine Learning Repository” [21]. Each
traffic contains 115 characteristics, the groups
description of which provides the above repository:

—H — statistics that summarize the last traffic from
the host of this packet (IP);

—HH — statistics that summarize recent traffic from
the host of this packet to the host destination of the
packet;

—HpHp — statistics that summarize the last traffic
from the host and port of this packet to the host and
destination port of the packet;

—HH_jit — statistics that summarize the jitter of
traffic coming from the host of this packet to the host
destination of the packet;

—weight — is considered as the number of packets
that are reflected in recent history (flow weight);

—radius — square root of the sum of two streams
variances;

—magnitude — the square root of the sum of the two
streams average values;

—Ccov — approximate covariance between two
streams;

—pcc — correlation coefficient between two streams;

—L —time intervals.

During the implementation of the information-
extreme machine learning algorithm ADS, four

recognition classes were used: class X; —normal traffic
and three infected traffic — respectively classes X5, X3

and Xj . Recognition class X; , was chosen as the basic

one against which the control tolerances.

Figure 3 shows the graph of the dependence of the
alphabetically averaged recognition classes of the
normalized information criterion (4) on the parameter of
the control tolerances field on traffic recognition features.
In the graph, a light area indicates the work area for
determining the optimization criterion, in which the first
reliability is greater than the error of the first kind, and
the second reliability is greater than the error of the
second kind.
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Fig. 3. Dependence graph of the information

optimization criterion from the control tolerance

field parameter

The analysis of the graph (Fig. 3) shows that the
maximum value of the average criterion for optimizing

the parameters of machine learning is equal to E = 0.97
with the optimal value of the control tolerance parameter
(as a deviation percentage from the nominal (average)
value of recognition features).

To construct the decision rules (5) at optimal
parameter 8" the optimal radii of hyperspherical
containers of recognition classes were determined by
procedure (4). Figure 4 shows the dependence graphs of
the information criterion (5) of machine learning
parameters optimization on the hyperspherical containers
radii of recognition classes, obtained in the process of
information-extreme machine learning ADS.

Analysis of Figure 4 shows that the optimal radii of

containers of recognition classes are equal to: dI =38
(hereinafter in code units) for class X; ; d;, =10 for class

X5; dy=19 for class X3 and d =11 for class X .

Since in Figures 4, b and 4, ¢ the maximum values
of the optimization criterion had plateau-type areas, of
the radii optimal values of the recognition classes
containers were determined according to the work [12]
by the minimum value of the coefficient characterizing
the intersection degree of two nearest neighboring
recognition classes:

dm

Ns=——m 5 min,
® T d(xp ®%c)

where d(x,, ®Xx.) — is the Hamming code distance
between the implementation of the xr recognition class

X7, and the implementation x. of the nearest neighboring

recognition class X; .
At the maximum value of the normalized criterion,

(E*:O.QG, as shown in Fig. 3, the first and second

averaging values were D;=0.98 and D =0.96.
respectively. With these exact characteristics making the

right classification decisions is equal to P; =0.97.
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In the examination mode, the following values of
membership functions (7) were obtained when

recognizing the recognition class implementation X; :
=010 for class X7; n2=-0.78 for class X5;

us = -3.18 for class X; ; and ps = -1.9 for class X; . Asa
result, the ADS decided that the examination

implementation belonged to class X; , which was true.

Thus, the results of machine learning have
constructed a sufficiently reliable rule.

Machine learning of a typical CNN with
backpropagation of the error on similar training matrix
and alphabet of recognition classes was implemented in
order to evaluate the advantages of the proposed method.
As a result, high reliability, the same as in our case

(Pt* =0.98) , was achieved only when recognizing traffic

of the class X9 that characterizes a DDoS attack. The

analysis showed that the traffic of this attack has the least
amount of overlap with the traffic of other recognition
classes, which ensures its good separation from the
normal traffic. The total probabilities of correct traffic
recognition of other recognized classes ranged from 0.62
to 0.67, which is significantly lower than the indicators
given in the article. In addition, the result of such a
negative application of CNN can be an insufficient
volume of the training matrix, since machine learning of
neuron-like structures requires more traffic. Thus, it was
experimentally confirmed that, the information-extreme
machine learning method, which proposed in the article
and developed as a functional approach to modelling
cognitive decision-making processes, is characterized by
higher reliability and speed of recognition with a
significantly smaller volume of the training matrix in
comparison with neuro-like structures.

To increase the machine learning functional
efficiency, it is necessary to increase its depth by
optimizing the ADS additional parameters, including the
parameters of formation of input information description
of the system. Further development of the synthesized
ADS is to expand its functionality by increasing the
power of the recognition classes alphabet. In this case,
there is a need to move from the above linear algorithms
of information-extreme machine learning to hierarchical.
At the same time, it is important to provide ADS
flexibility properties in machine retraining, which will be
the subject of signature methods, the role of which is in
further research.

Conclusions

1. Developed composite method of information
synthesis unites the advantages of basic approaches to
detecting cyber attacks:

— the signatures methods, the role of which is
played by decisive rules, built on the geometric
parameters of recognition classes container obtained as a
result of information-extreme machine learning, which
allows to ensure high efficiency of cyber attack detection
system in monitoring mode;

— anomaly detection methods that are make it
possible to detect new cyber attacks. This property in the
proposed method is provided by the fact that it is
developed as part of a functional approach to modeling
the cognitive processes of natural intelligence in the
formation and adoption of classification decisions.

2. The developed method provides:

— practical invariance of decisive rules to the
multidimensionality of the traffic recognition features
space. This property of ADS is due to the construction of
decisive rules within the geometric approach. It is known
that modern computer systems are capable of processing
vectors that contain 285 recognition features;

— flexibility to retrain ADS through the expansion
of the recognition classes alphabet;

— in contrast to neuro-like structures, the
implementation of the machine learning proposed
method is carried out in automatic mode and requires an
order of magnitude less training matrix.

3. The proposed method implementation on the
example of the four-host traffic of different profiles
recognition confirmed a fairly high reliability of
classification solutions. This paves the way for further
improving the functional efficiency of machine learning
by optimizing additional parameters of the system.
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TH®OPMAIIMHO-EKCTPEMAJIbHE MAIIIMHHE HABUAHH S
CUCTEMMU BUSBJIEHHS KIBEPATAK

A. C. Joebuw, B. O. /Twouax, 1. B. Illenexos, FO. B. Cumonoscovkuit, A. O. Tenuubka

Meror JOCHIDKEHHSI € MiJBHUIICHHS (YHKIIOHANBHOI e(pEeKTUBHOCTI MAIIMHHOIO HAaBYaHHS CHCTEMHU
BHUABNICHHS Kibepatak. Po3pobmeHo merton iH(GOpPMAIMiHHO-eKCTPEMAIbHOIO MAIIMHHOTO HABYAHHS CHCTEMH
BHABIICHHS KibepaTak 3 ONTUMIi3alier0 KOHTPOIBHUX AOITYCKiB Ha O3HAKHU PO3ITi3HABAHHS, SIKi BiIOUBAJIH BIaCTHBOCTI
Tpadika iHPOKOMYHIKANIHHOI cucTeMu. MeTo/ po3po0iIeHo B paMKax (pyHKI[IOHAIBHOTO IMTiAX0AY 10 MOJCTIOBAHHS
KOTHITUBHHX IPOIECIB MPUPOAHBOr0 IHTENEKTY IpH (GOPMYBaHHI Ta MPUHHATTI KiIacu(ikamifHUX pimeHs. Taxuit
X1 HA BiAMIHY BiJ BiTOMUX METOIIB iHTEIEKTYaJIbHOTO aHANI3y JaHWX, BKIIOYAIOUYN HEHPOMOAiOHI CTPYKTYpH,
JI03BOJISIE HAJIATHA CHCTEMI PO3ITI3HABAHHS BIACTHBOCTI aIAlITUBHOCTI J0 IOBUIHHUX MOYATKOBUX YMOB ()OpPMYyBaHHS
HABYAJIFHOI MATPUII Ta THYYKOCTI IIPH IEPEeHABYAHHI CHCTEMH depe3 po3IMHMpeHHs andaBiTy KIaciB po3Mi3HABAHHS.
Inest meTomy momnsrae B MakcuMizallii iHQOPMAITIIfHOI CTIPOMOKHOCTI CHCTEMH BUSBJICHHS aTaK B IPOIIECI MAIITTHHOT'O
HaBYaHHA. Sk KpuTepiil onTuMmizamii mapaMmMerpiB MAamIMHHOTO HAaBYAaHHS BHUKOPHCTOBYETHCA MOIM(iIKOBaHA
iapopmarmiitHa mipa Kyms6aka. 3riqHo i3 3aIpOIIOHOBAHOK0 KATETOPIHHOI (YHKIIIOHATHFHOI MOJEILTIO PO3POOICHO
1 IpOrpaMHO peasizoBaHo aNTOpUTMIUHE 3a0e31eUeHHs CHCTEMH BHSABIICHHS aTaK B PEKUMI MAIIMHHOTO HABYAHHS 3
TIMOUHOO Apyroro piBHA. [Ipu 11bOMY piBeHb TTHOWHN BH3HAYABCS KUTBKICTIO TTApaMeTpiB MAIIMHHOTO HaBYAHHS,
o0 ONTHUMI3yBaNuCA. SK TapaMeTpu ONTHMi3amii PO3TISIANKCS TEOMETPUYHI TapaMeTpH TinepcepuaHux
KOHTEHHepiB KJIaciB pO3Mi3HABAHHS 1 KOHTPOIBHI IOMMYCKH Ha O3HAKHM PO3Mi3HABAHHA. SIKi BiirpaBaiil pollb PiBHIB
KBAaHTYBaHHS BX1IHUX JIaHUX ITPY IIEPETBOPEHHI BX1JHOI €BKJIII0BOI HABYATIBHOI MATPHIII THITY €00’ €KT-BIACTHBICTH»
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B poOouy OiHapHY HaBUAJIbHY MaTPHIIIO, 3a/JaHy B pocTopi XeMmMinra. LInsxom gormycTuMux nepeTBopeHb pododoi
HaBYAJIBGHOI MATpPUIl 3alpOIOHOBAHWK METOJ| JTO3BOJISIE aJanTyBaTH BXiJHUH MaTeMaTHYHHUH OIHC CHUCTEMH
BUSIBJIEHHSI aTak J0 MaKCHMAaJbHOI ITOBHOI MMOBIPHOCTI NMpPUHHATTS NMPaBWIBHUX KIacH]iKamiiHUX pimieHb. 3a
pe3ynbratamMu  iH(pOpManifHO-eKCTPEMATbHOIO MAIIMHHOTO HaBYaHHS B paMKax T€OMETPUYHOrO MiIXOAY
1oOyI0BaHO BHpIIIAIBHI MpaBiIa, MPAKTUYHO 1HBApiaHTHI 0 0araTo BUMIPHOCTI IMPOCTOPY O3HAK PO3Mi3HABAHHS.
Pe3ynpraTi KOMIT FOTEPHOTO MOJIENIOBAaHHS 1H(OPMAIifHO-€KCTPEMAFHOr0 MAalIMHHOTO HaBYaHHS CHCTEMH
BUSIBJICHHS aTaK JJIsl pO3ITi3HABaHHS YOTHPHOX XOCTOBUX TPa(iKiB pi3HOTO MPOQIITIO MiATBEPAKYIOTh ITpane3aTHICTh
PO3POOIEHOr0 METOAY.
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