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ADVANCED FILE CARVING: ONTOLOGY, MODELS AND METHODS 
 

File carving techniques are important in the field of digital forensics. At the same time, the rapid growth in the 

amount and types of data requires the development of file carving methods in terms of capabilities, accuracy, 

and computational efficiency. However, most of the methods are developed to solve specific tasks and are based 

on a certain set of assumptions and a priori knowledge about the files to be recovered. There is a lack of research 

that systematizes methods and structures approaches to identify gaps and determine perspective directions for 

development, considering the latest advances in information technology and artificial intelligence. The subject 

matter of this article is the structure, factors, efficiency criteria, methods, and tools of file carving, as well as 
the current state and tendencies of development of file carving methods. The goal of this study is to systematize 

knowledge about advanced file carving methods and identify perspective directions for their development. The 

tasks to be solved are as follows: to identify the main stages of file carving and analyze approaches to their 

implementation; to build an ontological scheme of file carving; and to identify perspective directions for the 

development of carving methods. The methods used were literature review, systematization, and summarization. 

The obtained results are as follows. An ontological scheme for the file carving concept is constructed. The 

scheme includes the principles, properties, phases, techniques, evaluation criteria, tools used, and factors influ-

encing file carving. The features, limitations, and fields of application of the data recovery methods are provided. 

It was established that the most widespread approach to file reconstruction is still a manually detailed analysis 

of the internal structure of files and/or their contents, identifying specific patterns that allow reassembling the 

sequence of data fragments in the correct order. However, most of the methods do not provide one hundred 
percent guaranteed results. This article analyzes the current state and prospects of using artificial intelligence 

methods in the field of digital forensics, particularly for identifying data blocks, clustering, and reconstructing 

files, as well as restoring the contents of media files with damaged or lost headers. The necessity of having priori 

information about the file structure or content for successfully carving fragmented data is determined. Conclu-

sions. The scientific novelty of the obtained results is as follows: for the first time, advanced file carving methods 

are systematized and analyzed by directions of development and the perspectives of using artificial intelligence 

for identifying data blocks, clustering, and file content restoration; for the first time, an ontological scheme of 

file carving is constructed, which can be used as a roadmap for developing new advanced systems in the digital 

forensics field. 

 

Keywords: digital forensics; metadata; fragmentation; fragmented file; data recovery; file carving; file fragment 

identification; file reconstruction; file restoring; artificial intelligence. 
 

1. Introduction 
 

1.1 Motivation of research 
 

Users constantly create, view, edit, and delete many 

files when working with data. This is a dynamic process. 

The file system is responsible for the mechanisms and 

rules for storing data on the disk space [1]. Researchers 

regularly search for deleted information and recover it 

when conducting digital forensic examinations. This is 

explained by the fact that when illegal or compromising 

activities are performed, it is evident that users try to 

cover their trails and delete any sensitive information. 

If it does not consider the SSD’s internal pro-

cesses [2], file systems usually optimize their work so 

that they do not take any action with deleted data 

blocks [1]. Such disk space areas are only marked as free 

for use and remain intact until they are allocated for stor-

ing other information. As a result, unallocated disk space 

can contain forensically important data. 

Some file types (for example, TXT, LOG, DOC) 

store their data in an uncompressed form. Their full or 

partial contents can be accessed without restoring the en-

tire object by reading their detected data blocks or iden-

tifying text fragments using search terms. However, this 

is not sufficient when trying to extract the contents of 

compound files that use compression, encryption, or have 

a complex internal structure. These file types include 

JPG, BMP, AVI, MPG, DOCX, XLSX, PDF, and 

SQLITE. 

A separate digital forensics sphere is the study of 

RAM, particularly volatile memory dumps in the  
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Windows operating system [3]. RAM areas may contain 

the contents of files the user has been working with that 

may not have been stored on the disk [4]. Such files oc-

cupy non-contiguous data blocks, the location of which 

may not always be known. 

The file recovery process is more difficult when the 

files are fragmented and there is no file allocation data. 

In the above circumstances, searching for file fragments 

and their corresponding positioning is a time-consuming 

and complex task with unclear solutions. In addition, it is 

necessary to consider the increasing number of digital de-

vices and the amount of information available in general. 

In recent years, there has been an intensifying use of ad-

vanced file carving techniques to solve and optimize var-

ious stages of such tasks. 

 

1.2. Research gap 

 

In recent years, researchers have periodically re-

viewed file carving techniques. The most common meth-

ods of data recovery are presented in [5].  

Some authors have focused on a survey of various 

data carving techniques of multimedia [6, 7] or JPEG [8] 

files. In [9], the researchers focused only on the effi-

ciency analysis of Scalpel and Foremost carving pro-

cesses. The paper [10] discusses the recovery of a more 

extensive set of file types focused on fragmented Mi-

crosoft Word documents. 

In other cases, the file carving algorithms were di-

vided according to a particular principle. For example, 

in [11], the authors classified carving methods for JPEG 

files into basic and advanced categories and conducted a 

detailed analysis of graph theoretic and weightage tech-

niques. Similar approaches to the classification of file 

carving methods are used in [12], where the author also 

presents a taxonomy of file carving techniques.  

In addition to the techniques and carving directions 

discussed, the work [13] includes data recovery research 

area mapping.  

Despite a relatively large number of surveys on data 

recovery techniques, the authors did not comprehen-

sively consider the problem of file carving. The works 

are not sufficiently systematized. In addition, the onto-

logical relationship between file carving and various as-

pects of this process has not been established. 

 

1.3. Objectives and Contributions 

 

This study systematizes and build schemes for re-

covering highly fragmented files using advanced tech-

niques and determine the feasibility of using artificial in-

telligence in this process. 

The key issues are as follows:  

- analyze the existing advanced file carving tech-

niques; 

- identify the stages of data recovery where these 

techniques are applied; 

- determine the feasibility of using artificial intelli-

gence and advanced techniques. 

Structurally, this work consists of the following sec-

tions. The research methodology is described in section 

2. Section 3 discusses the main phases of digital foren-

sics, data recovery with and without file system metadata, 

and the ontological diagram of file carving. Advanced 

file carving techniques and their details are provided in 

section 4. Section 5 presents a discussion of the afore-

mentioned techniques. The last section provides conclu-

sions and indicates directions for future research.  

 

2. Research methodology 
 

The research hypothesis is that the carving of highly 

fragmented files depends on three key factors: 

- from improving the efficiency of the identification 

of data fragments in unallocated space and/or RAM; 

- from the techniques of reconstruction of the de-

tected file fragments; 

- directly from the file type and its internal content. 

For this purpose, the three research questions iden-

tified for the current literature review are shown in Ta-

ble 1. 

 

Table 1 

Research questions 

# The question 

Q1 

What are the typical stages of file carving, 

and what are the perspectives for improving 

each stage? 

Q2 

Is it possible to carve fragmented files with-

out a priori information about their internal 

structure and contents? 

Q3 

What are the perspectives on using artificial 

intelligence methods in the file carving 

field? 

 

The search approach is based on selecting and ana-

lyzing articles that address the problems of carving 

highly fragmented files or solve individual phases of this 

process. 

The selection process consisted of several stages. 

Initially, the most relevant studies were identified by 

searching for keywords in the titles and abstracts. The ar-

ticles were then reviewed for their relevance to the re-

search questions. The final set of articles was based on 

the quality of the content. 

For a complete understanding of the problems that 

appear when recovering fragmented data in the absence 

of file system metadata, the literature for the period of 

dynamic digital forensics growth approximately the last 

20 years was analyzed. 
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3. Background, Directions and Ontology 
 

3.1 Digital forensics 
 

Conducting digital forensics examinations, re-

searchers perform several actions depending on the type 

of research, type and number of objects, tasks to be 

solved, etc. [14]. In general, this process can be condi-

tionally divided into four stages: collection, examination, 

analysis, and presentation (Fig. 1). 

 

 
 

Fig. 1. Digital forensics stages 

 

During the first stage, copies of digital media are 

collected and created. In the next phase, the created im-

ages are processed. As a rule, a full-fledged study of disk 

space is conducted: file system analysis, hidden infor-

mation detection, deleted file recovery, signature analy-

sis, indexing, pattern search, etc. In the last two stages, 

investigators identify important data, interpret them, and 

generate a report with detailed answers to the questions. 

 

3.2 Deleted file recovery 

 

The complexity of the deleted data recovery process 

depends on the file system, the character of the user’s ac-

tions when deleting information, the character and dura-

tion of further actions, etc. (Fig. 2). 

 

 
Fig 2. Data recovery by the degree of complexity (from 

the easiest at the top to the most difficult at the bottom) 

 

The simplest case for recovering files in the most 

popular file systems (NTFS, FAT32, EXFAT, HFS, 

EXT) is to delete data from the Recycle Bin. In this case, 

the file is not actually deleted but is moved to another 

location. Therefore, the blocks of data it occupies and its 

metadata remain intact. 

If the user deleted a file bypassing the Recycle Bin 

or emptied the latter one, two situations are possible: 

- the file system metadata is not affected; 

- metadata of the deleted file is lost. 

If the metadata is available, the file can be recovered 

using information about the location of its data 

blocks [1]. The only nuance may be overwriting certain 

areas of the deleted file with other data. Then, at best, 

only a partial reconstruction of the file is possible with 

the subsequent loss of some or all of its contents, depend-

ing on the file type, number, and character of lost frag-

ments. 

Figure 3 illustrates a possible case of data overwrit-

ing. At the top is the initial state of the disk space with 

existing files #1, #2, and #3. At the bottom is the current 

state of the exact locations of the disk space, where file 

#1 is wholly overwritten and file #3 is partially overwrit-

ten after user manipulations. In this case, if the file sys-

tem metadata is available, files #2 and #4 will be fully 

recovered, file #1 will be lost, and file #3 will be restored 

but partially overwritten. At the same time, the recovery 

of even partial contents of file #3 is highly questionable. 
 

 
 

Fig. 3. Example of possible data overwriting 

 

3.3 File carving 
 

The biggest problems arise when recovering deleted 

information from lost or damaged file system metadata 

and information about the location of file data blocks. In 

this case, file carving techniques are applied, which are 

well suited for recovering contiguous files that contain a 

header and footer [15, 16]. For these purposes, the unal-

located space is searched for file beginning and end sig-

natures. However, this method has disadvantages if the 

file consists of two or more non-contiguous fragments. 

Fig. 4 shows an imaginary example of locating data 

blocks of two deleted fragmented files on the disk space. 

File A is divided into four clusters that are located out of 

order. The file B occupies three clusters and is divided 

into two fragments. During the recovery process, the 

most likely problem is identifying the A3, A4, B2, and 

B3 fragments. If A and B belong to the same file type, it 

is necessary to define the boundaries of each file. Finally, 

to recover the file A, it is necessary to arrange the frag-

ments correctly. 
 

 
 

Fig. 4. Example of possible data fragmentation 
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Usually, it is not a problem to identify the first frag-

ment of a file, which in most cases has a clear marker in 

the form of a header in its initial bytes. However, not all 

files have a footer, which can also have any offset relative 

to the beginning of the block/cluster. If the file consists 

of three or more fragments, the first key problem is to 

determine the data blocks that do not have clear markers, 

such as the header and footer. Subsequently, it is neces-

sary to cluster the detected fragments and directly recon-

struct the file or its contents.  

Fig. 5 shows the ontological diagram, which indi-

cates the principles of file carving, properties, tools re-

quired for this, the phases of file carving, factors that af-

fect the result, techniques used, and criteria used for eval-

uation. 

The set of software tools is shown in Fig. 5 contains 

only basic information, is not complete, and depends on 

the platform on which the data recovery process is per-

formed. Usually, at the pre-processing stage of file carv-

ing, utilities such as FTK Imager, DD, X-Ways Foren-

sics, and EnCase Imager are used to create a full bit-for-

bit copy of the original media. Then, at the examination 

stage, the disk space is analyzed. For this purpose, uni-

versal tools such as X-Ways Forensics, UFS Explorer, 

EnCase, Magnet Axiom, Autopsy, Forensic Explorer, 

and FTK are most often used. They operate on the prin-

ciple of a Swiss Army knife. Scalpel, Foremost, Photo-

Rec, and RecoverIt are utilities explicitly designed for 

data recovery, which is performed using proprietary al-

gorithms. The abovementioned software does not guar-

antee 100% results and works well only with non-frag-

mented data. For this reason, in non-trivial cases, special-

ists often use additional tools for manual data recovery, 

such as Hex Editors and highly specific scripts [17]. 

To evaluate the effectiveness of the software, it is 

advisable to determine the number of correctly recovered 

(true positive or TP), incorrectly recovered (false positive 

or FP), and unrecovered (false negative or FN) files [18]. 

Subsequently, the following criteria are applied: 

- precision – the percentage of correctly recovered 

files among the results of the utility’s work [18]: 

 

 Precision =
TP

TP+FP
 ;  (1) 

 

- recall – the percentage of correctly recovered files 

from their total number in the digital media [18]: 

 

 Recall =
TP

TP+FN
 ;  (2) 

 

- f-measure – the overall performance of a 

tool [18 - 20]: 

 

 Fmeasure =
1

α/P+(1−α)/R
 ,  (3) 

 

where P is the precision, R is the recall, α is the numeric 

value from 0 to 1 used to determine precision and recall 

weights; 

 

 

 
 

Fig. 5. The ontological diagram of file carving 
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- reliability – the tool’s efficiency among supported 

file types [18 - 20]: 

 

 Reliability =
SF−SFN

SF
 ,  (4) 

 

where SF is the number of supported files in the dataset 

and SFN is the number of supported false negatives; 

- computational complexity is the amount of re-

sources required to solve the task. Computational com-

plexity is often estimated by the data processing speed or 

task execution time with the same computing re-

sources [19, 20].  

When comparing the effectiveness of the utilities, 

some researchers [19, 20] also divided false positive files 

into two categories: partially recovered (known false pos-

itive or kFP) and remaining files (unknown false positive 

or uFP). As a result, precision and recall are defined as 

follows [19, 20]: 

 

 Precision =
TP

TP+uFP+kFP/β
 ,  (5) 

 

where β is the numeric value not less than 1 used to de-

termine the relative weight of uFP compared with kFP; 

 

 Recall =
all−FN
all

 ,  (6) 

 

where all is the total number of files in the dataset. 

Each of the above metrics (Precision, Recall,  

F-measure, Reliability) can take a value from 0 to 1 and 

show the quality of the tool. Metric values close to 1 in-

dicate that the software shows good performance. Ta-

ble 2 shows the interpretation of the low values of Preci-

sion, Recall, and Reliability metrics [18 - 20]. It is worth 

noting, the authors often compare the number of success-

fully recovered files using their methods with the results 

of recognized utilities such as Scalpel, Foremost, Photo-

Rec, etc. 

 

Table 2  

Interpretation of the low values of the metrics 

Metric Interpretation 

Precision A large number of false positives 

Recall 
A small number of correctly recovered 

files 

Reliability 
A large number of fails when recovering 

supported file type 

 

4. Advanced file carving techniques 
 

To review advanced file carving techniques, we an-

alyzed the works available on resources such as Sci-

enceDirect, Elsevier, and IEEE. To do this, a search was 

conducted using the keywords and their combinations 

shown in Table 3.  

 

Table 3 

Search terms 

# Keywords 

1 file carving 

2 data carving 

3 smart carving 

4 machine learning 

5 artificial intelligence 

6 data recovery 

7 fragmented files 

 

The most relevant detected works, their direction, 

brief description, and particularities are shown in Ta-

ble 4. In general, from these studies, advanced file carv-

ing techniques are successfully used to varying degrees 

at the identification, clustering, reconstruction, and resto-

ration stages in addition to standard digital forensics 

methods. However, most studies do not clearly distin-

guish between these phases. For example, clustering and 

validation often occur during file reconstruction and/or 

restoring. Usually, these issues are solved in parallel. In 

addition, most of the authors who addressed the issue of 

reconstruction or restoring performed data validation and 

verification. Therefore, the last two stages are not men-

tioned separately in Table 4. 

In this case, identification means identifying data 

blocks related to a specific type of data or files. Cluster-

ing involves dividing the identified data fragments into 

groups of blocks belonging to different files. The identi-

fied data blocks are placed in the correct order during re-

construction. Instead, during the restoring process, the 

file’s contents are restored in case of damage or loss of 

some file areas.  

Fig. 6 shows pre-processing and typical stages of 

file carving.  

 

 
 

Fig. 6. Steps of pre-processing and file carving



Information security and functional safety 
 

209 

Table 4 

Advanced file carving techniques 

Authors Direction Summary 

Zanero [21] Identification 

Applying a set of support vector machines classifiers to determine data blocks 

for the files of the following types: BMP, DOC, EXE, GIF, JPG, MP3, ODT, 

PDF, PPT (9 classes). 

Average true positive rate – 90.4%, average false positive rate – 12.4%. 

Fitzgerald et 
al. [22] 

Identification 

File fragment classification using a supervised learning approach based on sup-

port vector machines combined with the bag-of-words model (24 classes). 
The best results were obtained for CSV, PS, GIF, SQL, HTML, JAVA, XML, 

and BMP files (>90%). Fragments of PPTX, PPS, DOCX, XLSX, PPT, SWF, 

JPG, ZIP, GZ, PDF, and TXT files – 2.3% to 31.8% of prediction accuracy. 

Beebe et al. 

[23] 
Identification 

Using support vector machines (N-gram vectors) to classify data blocks across 

30 file types and 8 data types. 

Overall classification rate – 73.4%. High misclassification rate of encrypt, PPT, 

ZIP, PPTX, GZIP, PNG, FLV, DOC, XLSX, PDF, DOCX, AVI, and BMP files.  

Pan et al. 

[24] 
Identification 

A method to identify the AVI-type blocks based on their internal structure. 

False positive rate – 53% (2 classes). 

Wang et al. 

[25] 
Identification 

File fragment classification (18 classes) using N-grams frequencies. 

The average prediction accuracy is up to approximately 61%. Problems 
with classifying XLSX, PPTX, DOCX, GZ, PNG, PDF, PPT, and SWF 

files. 

Karampidis 

et al. [26] 
Identification 

Comparison of machine learning methods (Decision Trees, Support Vector 

Machines, Neural Networks, Logistic Regression, k-Nearest Neighbor) for data 

block identification. 

Prediction accuracy – 89% to 100%. Only 4 different classes (JPG, PDF, PNG, 
GIF). 

Al-Sadi et al. 

[27] 
Reconstruction 

Reconstructing graphic files by determining the image to which a fragment be-

longs. NaiveBayesMultinomialUpdateable, MultiClass, RandomForest, and 

BayesNet classifiers are used to determine the similarity between pixel values. 

The best results are 91% to 99.2% on average. Only graphic files. 

Bhatt et al. 

[28] 
Identification 

File fragment classification using a hierarchical machine-learning-based ap-

proach with optimized support vector machines (SVM) 

14 classes – CSV, DOC, HTML, PDF, PPT, XML, XLS, TXT, GIF, JPG, PNG, 

PS, SWF, and GZ. An average accuracy of 67.78%. PPT, PDF, DOC fragments 

– the worst results. 

Sportiello  

et al. [29] 
Identification 

Construct SVM classifiers to determine the type of data block. 

8 classes – BMP, DOC, EXE, GIF, JPG, MP3, ODT, and PDF files. 

Mittal et al. 

[30] 
Identification 

512-byte and 4096-byte fragment type classification using convolutional neural 

networks with automatic feature extraction. 

65.6% and 77.5% accuracy in the case of 75 classes. HEIC, MOV, 7Z, DMG, 
ZIP, EXE, PPTX, DJVU, PDF, DOCX – quite low rates. 

Sester et al. 

[31] 
Identification 

File type identification approaches using support vector machines and neural net-

works for n-gram analysis. 

6 classes – CSV, DOC, JPG, PPT, TXT, and XLS. Approximately 73% to 98% 

accuracy in different cases. 

Chen et al. 

[32] 
Identification 

4096-byte fragment type classification using a deep convolution neural network. 

16 classes – CSV, DOC, DOCX, GIF, GZ, HTML, JAVA, JPG, LOG, PDF, 

PNG, PPT, RTF, TEXT, XLS, and XML. 

70.9% accuracy. Low results – DOC, DOCX, GIF, JPG, PNG, and TEXT. 

Represent all bytes of the data block as a grayscale image (automatic feature 

extraction). 

Hiester [33] Identification 

Using recurrent (RNN), convolutional (CNN), and feed-forward neural networks 

(FNN) as classifiers of 512-byte data blocks  

4 classes: CSV, XML, JPG, and GIF. 

Up to 98% accuracy in the best case (automatic feature extraction). 

Ghaleb et al. 

[34] 
Identification 

512-byte and 4096-byte fragment type classification using light-weight 
convolutional neural networks. 

66.33% and 79.27% accuracy in the case of 75 classes. 
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Continuation of Table 1 

Authors Direction Summary 

Liu et al. 

[35] 
Identification 

A 512-byte fragment type classification technique that converts the byte stream 
in a 2-D grayscale image and then captures both sequences by convolutional neu-

ral networks.  

71.4% accuracy in the case of 75 classes. 

Bharadwaj 

[36] 
Identification 

Using grayscale image conversion and convolutional neural networks to detect 

the compression algorithm of 4096-byte data block. 

8 classes – rar, gzip, zip, 7-zip, bzip2, ncompress, lz4, and brotli. The achived 

accuracy is 41 % after five epochs. 

Hague et al. 

[37] 
Identification 

Using the feature generation model, Byte2Vec, for feature extraction from 4096-

byte fragments and k Nearest Neighbors for classification. 

35 to 42 classes. An accuracy rate of 74%. 

Vulinovic et 

al. [38] 
Identification 

File type identification using feed-forward and convolutional neural networks. 

18 classes – CSV, DOC, DOCX, GIF, GZ, HTML, JPG, PDF, PNG, PPT, PPTX, 

PS, RTF, SWF, TXT, XLS, XLSX, and XML. 

Macro-average F1-score: FFNN – 79,93% to 81,38%, CNN – 61,55%. 

Heo et al. 
[39] 

Identification  
Restoring 

Identification and restoration of damaged audio files using feed-forward and 
Long Short Term Memory (LSTM) neural network. 

High rates of identification of audio files.  

Na et al. [40] 
Identification  

Restoring 

Restoring fragmented and partially overwritten video files by video frame anal-

yses. 

40 to 50% of the video with damaged data (50% overwriting) was recovered. 

Only MPEC-4 and H.264 video formats. 

Amrouche et 

al. [41] 
Restoring 

Recover damaged images with a lost header. 

90% accuracy of image properties identification; 78% accuracy for header pre-

diction. 

Alghafli et 

al. [42] 

Identification  

Restoring 

Identification and recovery of video with lost video codecs specifications. 

Problems with fragmented files. 

Qiu et al. 

[43] 

Identification  

Reconstruction 

Using the byte frequency distribution and rate of change as features for building 

a classifier based on SVM. Reassembling fragments of the same file type using 

the PUP approach. 

The target file type is JPEG. Other file types are PNG, XML, HTML, PDF, GZ, 

ZIP, Office, MP3, and TXT. Better results (40.9% to 85.7%) compared with Pho-
toRec. 

Guo et al. 

[44] 

Identification  

Reconstruction 

Using SVM for high-entropy file fragment classification and Parallel Unique 

Path algorithm for multimedia file reconstruction. 

Only 3 types (DOC, JPEG, C++ source code) were studied. 

Ali et al. [45] 
Identification  

Reconstruction 

JPEG carving framework using an extreme learning machine and evolutionary 

algorithms for data block identification, validation, and reassembling. 

90 to 93% accuracy. Problems with more than 2 fragmentation patterns or inter-

twined images. 

Ali et al. [4] 

Identification  

Clustering  

Reconstruction 

Analysis of the textual contents of DOCX files in RAM and application of K-

mean and Hierarchical clustering techniques to recover documents’ texts. 

54.35% to 90.54% of recovered documents. Possible problems with fragmented 

data blocks. 

Al-Sharif et 

al. [46] 

Identification  

Clustering  

Restoring 

Finding PDF fragments in RAM using their internal structure. K-Means and 

Hierarchical clustering to define different documents. 

46.34% to 50.24% of the PDF contents were carved (without file reconstruction). 

Zhang et al. 

[47] 

Identification  

Reconstruction 

Finding and reassembling SQLite databases using knowledge of their internal 
structure. 

Time-consuming method. 

Hilgert et al. 

[48] 

Identification  

Reconstruction 

Finding and reassembling PNG files using knowledge of their internal structure. 

Better results compared with PhotoRec, Scalpel, and Foremost. 

Problems with recovering files with missing fragments in the middle and/or the 

peculiarities of dividing the file into data blocks. 

Tang et al. 

[49] 
Reconstruction 

Carving of highly fragmented JPEG files.  

The proposed framework can recover 97% of fragmented JPEG files. 

Fragmentation points are detected using the coherence of Euclidean Distance. 
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Continuation of Table 1 

Authors Direction Summary 

Ravi et al. 
[50] 

Reconstruction 
Carving fragmented text and some graphic files. 
Only several graphic file types (JPG, PNG, GIF). TXT files – dictionary-based 

approach. 

Roussev et 

al. [51] 
Identification 

Presenting several file fragmentation techniques. 

The need to manually examine files and find specific features. 

Lin et al. 

[52] 
Reconstruction 

DOC files’ carving method based on internal structure. 

Better results (95,45%) than PhotoRec, Foremost. 

Birmingham 

et al. [53] 
Reconstruction 

Carving fragmented JPEG files using knowledge about their internal structure. 

Better results compared with Adroit, FTK 3.3, Scalpel, PhotoRec, ProDiscover, 

and Encase 6. Does not cover out-of-order fragmentation. 

Durmus et al. 

[54] 

Reconstruction 

Restoring 

Reassembling orphaned JPEG fragments using PRNU fingerprints of the cam-

eras. 

It can also partially collect photos. 42% to 57% fragment localization accuracy 

Chang et al. 

[55] 
Reconstruction 

JPEG fragment carving using pixel similarity. 

Success rate – 92%. 

Uzun et al. 

[56] 
Restoring 

An Advanced Carver for JPEG Files. 

Ability to recover JPEG files with damaged or lost headers. 

Boiko et al. 

[57] 
Reconstruction 

Reconstructing highly fragmented OOXML files. 

Up to 83% recovered files. Problems with embedding in documents. 

Hand et al. 
[58] 

Reconstruction Utility for recovering binary executable files using their internal structure. 

Xu et al. [59] 
Identification  

Reconstruction 

Identification and reassembly of EVTX Log fragments using their internal 

structure. 

Garfinkel 

[16] 
Reconstruction Fast object validation for bi-fragmented files (JPEG, DOC, and ZIP files). 

5. Discussion 
 

As seen in Table 4, researchers have been quite suc-

cessful in applying advanced methods to improve the 

mechanisms of deleted data recovery. The authors pay 

the most attention to the problem of fragment type iden-

tification, the general principles of which are discussed 

in [51]. This is relevant for the classification of data 

blocks that do not have clear markers. Many researchers 

use artificial intelligence methods for this purpose. Thus, 

classifiers based on support vector machines with hand-

crafted features have been used in previous stud-

ies [21 - 23, 28, 29, 31, 43, 44]. In these cases, the result 

of the identification of data blocks depended, among 

other things, on the correctness of the selection of classi-

fier features. In more recent studies [25, 30, 32 - 37], sup-

port vector machines, k Nearest Neighbors and various 

types of neural networks with automatic feature extrac-

tion were applied. The above approach removed the hu-

man factor in selecting features and showed its suitability 

and high efficiency. Other works [26, 31, 33, 38] have 

made it possible to compare machine learning methods 

with each other. These studies show that using different 

types of neural networks to identify data blocks yields 

higher accuracy rates in most cases than other methods. 

A comparison of the above methods showed that the 

achieved efficiency depends on the type of selected  

algorithm and the number of file types that were trained. 

In addition, the task is complicated by blocks of different 

data types in the compound files. As seen in [30, 32 - 35], 

using neural networks with automatic feature extraction 

is a perspective direction in data identification. 

It should be noted that due to the wide variety of 

data types, some authors achieved prospective results in 

research on the identification of specific file types, such 

as AVI [24], audio [39], MPEG-4 and H.264 video for-

mats [40], JPEG [45], PDF [46], SQLite [47], PNG [48], 

EVTX [59], and even compression algorithms [36]. 

These studies used advanced knowledge of the internal 

structure of these file types, which provided additional 

benefits in detecting and identifying such data. 

After classifying fragments by data or file type, the 

next logical step is to perform clustering of these data 

blocks and file reconstruction. These tasks are closely in-

tertwined and sometimes solved comprehensively. The 

case of bi-fragmented files is described in detail in [16]. 

The main problems appear with several file fragments 

and especially with the inconsistent placement of these 

data blocks. 

In general, file reconstruction approaches are based 

on knowledge of the file’s internal structure and/or con-

tent. For example, because of the complex structure of 

graphic files, various methods exist for recovering them. 

In [43, 44], we used the Parallel Unique Path algorithm 

(PUP), highlighted in [60]. On the other hand, to recover 
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graphic files, researchers have successfully proposed de-

termining the similarity between pixel values [27, 55], 

comparing pixel values on the fragment boundaries [50], 

applying similarity metrics [45, 49], using PNG and 

JPEG internal structure features [48, 56], analyzing 

PRNU fingerprints of the cameras [54], and utilizing both 

internal structure and content of JPEG files [53]. In addi-

tion, the use of internal file structure for its recovery is 

possible with many types of compound files, such as 

video [40], SQLite databases [47], DOC [52], OOXML 

[57], BIN [58], and EVTX [59]. Instead, when recovering 

text documents, there is an additional option to use their 

content. Therefore, in these cases, it is possible to use dic-

tionary-based techniques [4, 46, 50]. 

Noteworthy is the use of artificial intelligence tech-

niques to restore audio [39] and graphic files [41] with 

damaged headers, as well as the use of a validator to re-

construct video files with lost areas containing video co-

dec specifications [42]. In these papers, the authors pro-

posed methods that provide access to the internal con-

tents of damaged files. As seen from the above 

works [39, 41], artificial intelligence methods are a per-

spective direction in restoring media data content. In gen-

eral, this can be seen as a way to replace computationally 

complex algorithms. 

The analyzed works show that no universal tool can 

simultaneously solve all problems in the search, identifi-

cation, and reconstruction of file fragments. As can be 

seen from Table 4, two tendencies are traced. In some 

cases (for instance, [23, 32, 33, 39]), researchers focus on 

creating new approaches or improving existing methods 

for specific stages of file carving. This mainly refers to 

the data identification phase. Because of the use of artifi-

cial intelligence at this stage, many approaches typically 

focus on identifying various file or data types, - up to 75 

[30, 34, 35]. In other words, there is a certain universality 

in most cases. 

Another tendency is to use the peculiarities of the 

internal structure of certain file types or their contents in 

file carving (for example, [4, 43, 46, 48]). The methods 

proposed in these papers are developed for identifying, 

clustering, reconstructing, or restoring only files of spe-

cific types. Almost each of these approaches 

(e.g., [47, 50, 57]) requires first studying the internal 

structure of a file type or gaining access to certain parts 

of its contents. Therefore, they are usually not appropri-

ate for other file types.  

 

Conclusions 
 

This paper systematizes advanced file carving tech-

niques and presents an ontological scheme of file carv-

ing. Although file carving techniques are generally 

known and understandable, they have several disad-

vantages when working with different types of  

fragmented files. As a result, many researchers have at-

tempted to improve existing techniques and develop their 

own data recovery methods. The mentioned ontological 

scheme can be used as a roadmap for these purposes by 

digital forensics investigators. 

At the beginning of the study, we identified three 

questions. The conclusions obtained from the analysis of 

the papers are summarized below. 

Q1. What are the typical stages of file carving and 

what are the perspectives for improving each stage? 

In general, in the case of data fragmentation, there 

is a tendency to divide the file carving process into stages 

to solve individual subtasks: 1) identification of data 

blocks without explicit markers and 2) classification and 

reconstruction of files or their contents. 

The first of these stages, the identification of data 

blocks, is characterized by the widespread use of artifi-

cial intelligence techniques. Artificial intelligence mod-

els and methods have quite high efficiency. However, 

most researchers focus on identifying a limited range of 

data types. Therefore, a perspective direction is the de-

velopment of models and methods that can identify a 

wide range of data block types and be self-learning. In 

addition, the analyzed techniques need to be improved to 

increase accuracy and prevent the loss of important data 

blocks in case of misclassification.  

The main problems of the following phases are the 

difficulty clustering the detected data blocks, i.e., assign-

ing a particular group of fragments to a specific file. Out-

of-order fragmentation has additional issues with the cor-

rect assembly of the file. It can be concluded that there 

are no universal techniques at these stages, and all of 

them require a detailed analysis of the file types to be re-

covered. 

Q2. Is it possible to carve fragmented files without 

priori information about their internal structure and con-

tents? 

The universal methods used to identify data blocks 

actually depend on the alphabet’s power of the classifi-

cation analysis models. At the same time, the reconstruc-

tion process of files depends on their internal structure 

and/or contents. Therefore, each described method is ap-

plied only to recover files of certain types. The only ex-

ception in some cases may be approaches for recovering 

bi-fragmented files. 

Q3. What are the perspectives on using artificial in-

telligence methods in the field of file carving? 

The role of artificial intelligence is not restricted to 

identifying data fragments. It is important to restore ac-

cess to file contents in cases of overwriting or damaging 

some areas of files. Thus, artificial intelligence tech-

niques are used to generate headers to restore the content 

of damaged media files. In general, artificial intelligence 

models and methods are a perspective approach to reduce 

complexity. Due to the universality of artificial  
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intelligence, it is possible to use artificial intelligence 

techniques to develop carving methods independent of 

the internal structure and content of files. 

Limitations. This paper does not provide an over-

view of all available data recovery methods. Emphasis 

was placed on methods of recovering fragmented files 

with lost or damaged metadata. In addition, the goal was 

not to study methods of minimizing the cost of resources 

and time, such as building a map of unused data [61]. 

Future research should focus on increasing the ac-

curacy and efficiency of the proposed methods and the 

resource and time economy. Improving artificial intelli-

gence techniques for identifying blocks of data types will 

allow the detection of a more complete set of fragments 

of target file types and minimize erroneously omitted 

data. With regard to data reconstruction, due to the large 

variety of file types, the current issues are to improve ex-

isting methods and develop new approaches. 
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УДОСКОНАЛЕНИЙ КАРВІНГ ФАЙЛІВ: ТАКСОНОМІЯ, МОДЕЛІ ТА МЕТОДИ 

Максим Бойко, В’ячеслав Москаленко,  

Оксана Шовкопляс 

Техніки карвінгу файлів мають важливе значення у сфері цифрової криміналітики. При цьому бурхливе 
зростання кількості і типів даних, обумовлює необхідність розвитку методів карвінгу файлів із точки зору 
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можливостей, точнісних характеристик та обчислювальної ефективності. Проте переважна більшість методів 

розробляється для вирішення конкретних вузьких задач і опирається на певний набір припущень і апріорних 

знань про файли, які потрібно відновити. Існує брак досліджень, що систематизують методи і структурують 

підходи задля виявлення прогалин і визначення перспективних напрямків розвитку з урахуванням останніх 

досягнень в галузі інформаційних технологій та штучного інтелекту. Предметом вивчення в статті є струк-

тура, фактори, критерії ефективності, методи та інструменти карвінгу файлів, а також поточний стан і тенде-

нції розвитку методів карвінгу. Метою є систематизація знань про сучасні методи карвінгу файлів та вияв-

лення перспективних напрямків розвитку. Завдання: виділити основні етапи карвінгу файлів і проаналізувати 

підходи до їх реалізації; побудувати онтологічну схему карвінгу файлів; визначити перспективні напрямки 

розвитку методів карвінгу файлів. Використовуваними методами є: літературний огляд, систематизація і уза-

гальнення. Отримано такі результати. Побудовано онтологічну схему концепції карвінгу файлів. Схема 
включає в себе принципи, властивості, етапи, техніки, критерії оцінки, інструменти карвінгу файлів, а також 

фактори, що впливають на процес. Наведено особливості, обмеження та області застосування методів відно-

влення даних. Встановлено, що досі широкорозповсюдженим підходом до реконструкції файлів є ручне дета-

льне вивчення внутрішньої структури файлів та/або їх вмісту, виявлення певних закономірностей, що дозво-

ляють відтворити у правильному порядку послідовність фрагментів даних. При цьому переважна більшість 

методів не гарантує стовідсоткового результату. Проаналізовано поточний стан та перспективи використання 

методів штучного інтелекту в сфері комп’ютерно-технічної експертизи, зокрема для ідентифікації блоків да-

них, кластеризації та реконструкції файлів, а також відтворення вмісту медіафайлів з пошкодженими або втра-

ченими заголовками. Визначено необхідність наявності апроіорної інформації про структуру або вміст файлів 

для успішності карвінгу фрагментованих даних. Висновки. Наукова новизна отриманих результатів полягає 

в наступному: вперше систематизовано і проаналізовано сучасні методи карвінгу файлів за напрямками роз-
витку і виявлено перспективність використання штучного інтелекту для ідентифікації блоків даних, класте-

ризації та відновлення вмісту файлів; вперше побудовано онтологічну схему карвінгу файлів, яка може бути 

використана як дорожня карта під час розроблення нових перспективних систем у сфері комп’ютерно-техні-

чної експертизи. 

Ключові слова: комп’ютерно-технічна експертиза; метадані; фрагментація; фрагментований файл; від-

новлення даних; карвінг файлів; ідентифікація фрагменту файлу; реконструкція файлу; відновлення файлу; 

штучний інтелект. 
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